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ABSTRACT
In recent decades, as enormous amount of data being accumulated, the number of text documents is increasing vastly. E-mails, web pages, texts, news and articles are only part of this grow. Thus the need for text mining techniques, including automatic text classification, is rising. In automatic text classification, feature selection from within any text appears to be the most important step. Since the feature space in textual data includes tens of thousands of words, feature selection is used for dimension reduction. Different techniques, from statistical to machine learning approaches for feature selection in text have been reported in literature, each with advantages and disadvantages. However up to now there have been very rare researches on utilizing advantages of both learning and statistical approaches. In this paper a new algorithm for feature selection in text is presented to improve the classification performance substantially. The proposed approach - PSA - is based on simulated annealing algorithm and document frequency method. So it can benefit from advantages of both statistical and learning techniques. The simulated annealing algorithm requires an appropriate function for fitness evaluation, where document frequency method as an evaluation function has low computational cost. In addition, a new Persian text dataset, i.e. Persian 7-NewsGroups Dataset, is introduced for evaluating the proposed approach. Therefore, to justify and evaluate our approach, the performance of the PSA is compared to famous methods such as chi-square and correlation coefficient on Persian 7-NewsGroups dataset. The results show that the PSA has overall better performance in comparison to the other methods.
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Introduction
Approximately over 90 percent of today’s knowledge is in texts, documents and other media such as audios, images and videos [1], [2]. However, with the rapid growth of the Internet, it is natural that texts are not
Analyzing and mining text is becoming essential tool for success, as most organizations including academies, industries, health sector are generating huge amount of texts. Text mining is the process of extraction of implicit, previously unknown, and potentially useful information from large amount of textual data, or an exploration and analysis of textual data by automatic and semi-automatic tools to discover new knowledge.

Text classification and text clustering are the most popular techniques in text mining [1]. In addition, many new functions have become main stream in text mining, including email Spam detection and web page filtering [1]. Text classification has several steps including Text pre-processing, Text feature selection, and learning algorithm for classification. Testing and evaluating the algorithm on text datasets.

Text feature selection is one of the most important steps in text classification [1]. Feature selection is about finding useful and important features from text. In text classification applications, features are words from texts which if selected correctly they can classify texts with high precisions. Up to now, in the fields of text classification and text feature selection, many approaches have been introduced [3–20].

With the rapid growth of Persian web pages and electronic textual data, automated techniques are needed. To overcome part of this issue, in this paper we focus on Persian text feature selection in a text classification system. We propose a Simulated Annealing based feature selection approach PSA, which works with Persian datasets. PSA is a combination of Simulated Annealing (SA) and Document Frequency (DF) approaches. SA is a random search method for optimization problems and DF is a simple and efficient method for feature selection. The idea behind the PSA is to benefit from the advantages of both methods.

The remainder of the paper is organized as follows. In the next section we present the feature selection problem. In Section 2 we review two related works for feature selection. In Section 3, we discuss main characteristics of the proposed system for text feature selection and the PSA. Section 4 presents structure of a text classification system and evaluation. Moreover, an experimental study based on some of evaluation measures is presented in this Section. Finally Section 5 concludes by summarizing the work.

2 Background and Related Works

In recent years, data mining and information extraction methods have extended rapidly, therefore feature selection has become a demanded challenge [7], [11]. Feature selection is one of the most important steps in text classification. If we use all of the words in a text as features then the feature space will be enormous. Usually there are between 10,000 to 100,000 different words in each dataset of textual data. Many of these words are not suitable for classification. In other words, among these features, some of them have no productive value for the performance of the classification and may also reduce the accuracy of the classification. Limiting the set of words which are used for classification will increase efficiency and reduce overall error [3], [8], [19].

Up to now, a number of methods have been reported for reducing the size of the feature space. Some of them are, information gain, correlation coefficient, mutual information, chi-square, simplified-chi-square and document frequency [8], [19]. In this paper we present a new algorithm for text feature selection problem based on a heuristic local search approach, simulated annealing, combined with document frequency method.

Feature selection should be performed on a per category basis to compute relevance between classes [21]. That is, words that may be irrelevant to one class may be relevant and important with respect to another. Since many classifiers are composed of binary classifiers for each category, it seems that for highest performance, feature selection should be performed for each category.

Many researchers reported that correlation coefficient and chi-square methods performed best in their multi-class benchmarks [19], [22]. Therefore we compare our method with these two. In this section we discuss document frequency, correlation coefficient, chi-square and simulated annealing approaches.

2.1 Chi-Square Measure

The first information measure is Chi-square (CHI or $\chi^2$). First we introduce the feasibility table as Table 1. The feasibility table records co-occurrence statistics for terms (words, features) and classes (categories). With this table, for example we can see that the number of times a category $c$ has occurred without the presence of term $t$ in the training dataset was $C$. Also the number of documents $N$ is $N = A + B + C + D$. These statistics are very useful for estimating probability values.

The formula for CHI is:

$$\chi^2(t, c) = \frac{N \times (AD - CB)^2}{(A + B) \times (C + D) \times (A + C) \times (B + D)}$$

(1)
2.2 Correlation Coefficient

The complexity of some information measures does not always allow to readily interpret why their performances are so good [2]. In this respect, many researchers have observed that the use of $\chi^2(t)$ for feature selection is against intuition. The reason is that the power of 2, appeared in its formula, has the effect of equating those factors that indicate a positive correlation between the term (word) and the category (i.e. $P(t,c_i)$ and $P(t,c_j)$) with those that indicate a negative correlation (i.e. $P(t,c_i)$ and $P(t,c_j)$) [2]. The Correlation Coefficient (CC), is the square root of $\chi^2(t)$ and thus emphasizes the former and deemphasizes the latter. Therefore the formula for CHI is given as:

$$CC(t,c) = \frac{\sqrt{N} \cdot A \cdot D - C \cdot D}{\sqrt{(A + B) \cdot (C + D) \cdot (A + C) \cdot (B + D)}}$$ (2)

2.3 Document Frequency Method (DF)

Document frequency is a statistical method which is used in various applications in Information Retrieval and related fields. Document frequency is the number of documents in which a term or word occurs in a dataset. It is the simplest criterion for feature selection and easily scales to a large dataset with linear computational complexity [19].

2.4 Simulated Annealing Algorithm

Definition of the simulated annealing algorithm is common with many researchers as: “a random search technique which exploits an analogy between the way in which a metal cools and freezes into a minimum energy crystalline structure (the annealing process) and the search for a minimum in a more general system; it forms the basis of an optimization technique for combinatorial and other problems” [23–27].

The idea of SA was first introduced by Metropolis [27]. The process which includes heating a solid past melting point and then cooling it, is known as annealing. The SA algorithm simulates the cooling process by decreasing the temperature of the system slowly until it converges to a steady state. Application of this idea to optimization problems was initiated by Kirkpatrick et al [26].

The way that SA approximates the global maximization problem resembles the use of a bouncing ball that can bounce from mountain to mountain. It begins at a high “temperature” which gives the ball a very high bounce. This high bounce enables it to bounce over any mountain and access any valley. As the temperature decreases the ball cannot bounce too high and it will become trapped in relatively small ranges of valleys and mountains. The acceptance distribution determines probabilistically whether to stay in a new lower valley or to bounce out of it [26].

SA can find the global optimum by carefully controlling the changing rate of the temperature. The law of thermodynamics state that at temperature $t$, the probability of an increase in energy of magnitude, $\Delta E$ is given by

$$P(\Delta E) = \exp\left(-\frac{\Delta E}{Kt}\right)$$ (3)

Where $K$ is a constant known as Boltzmann’s constant [26], [27].

This formula calculates the probability of the change of the system’s energy. If the energy is decreased then the system chooses to move to the new state, otherwise moving to the new state is accepted using the probability returned by the Equation (3) [26], [27]. Using this probability is the basic idea of SA. Unlike hill climbing approaches, the use of this probability will prevent the choice of bad states in solving the problem. SA uses this idea by iterating the procedure and lowering the temperature until the system reaches a steady state [26], [27]. Therefore, the probability of moving to a bad state in SA is given by the following equation:

$$P(P_{m_i} \rightarrow P_{m_{i+1}}) = \exp\left(-\frac{\Delta E}{t}\right) > r$$ (4)

In this conditional formula, $t$ is the current temperature and $r$ is a random number between 0 and 1 which can be assigned by experiments. It is remarkable that in SA with decreasing the temperature of the system the probability of moving to bad states is decreased and only better moves are accepted.

3 Proposed Model For Text Feature Selection

Text preprocessing can generate more than 10,000 unique terms, words or phrases as features. Removing less or not informative terms and also irrelevant terms decreases the computational cost and often makes
better classifiers. Feature selection process works by ranking all the terms and then selecting a subset containing best features. For this purpose, the first step is to select a method for representing the text documents.

The baseline method for representing a text document is to compute the weight of a term in a document. The simplest method for computing the weight of a term in a document is to count the number of times the term occurs in the document. In other words, in this model, a text is represented as a vector whose components are the frequencies of words. This method is usually called Term Frequency (TF) and is defined by the function

\[ W_i = tf_i \]  

where \( tf_i \) denotes the number of times the term \( i \) occurs in the corresponding document. After representing documents using term frequency method, pre-processing and feature selection steps are applied to datasets. Figure 1 shows steps of the proposed model for text classification including the core, feature selection.

### Figure 1. Steps in the proposed model for text classification using feature selection

3.1 Core of The Model - PSA

SA algorithm is one of the first heuristic methods and has a good strategy for avoiding local optimaums. Its main idea is to allow for bad moves. Our proposed algorithm, PSA, is based on SA which we combined with DF method to reach a better performance (Algorithm 1). SA is a random search for optimization problems and DF is a simple and efficient method for feature selection. Therefore the idea behind the proposed algorithm is to benefit from the advantages of both methods and outputs with higher performances. PSA works on a feature vector of terms which is obtained from text corpora.

In order to use the proposed PSA algorithm, careful considerations should be given on the followings:

- Starting Step
- Stopping Criteria
- Temperature Decrement
- Cost Function (Fitness Function)
- Neighborhood Structure

### Starting Step

The SA algorithm usually initializes with a random solution, and finds the optimal solution with a heating and cooling process. In the proposed PSA algorithm the initializing feature vector is acquired by all the terms in text documents. This vector, which the PSA algorithm wants to improve, is the solution for text classification problem. The proposed algorithm assumes the first vector is the solution vector and then this vector will be refined as the algorithm proceeds. In Algorithm 1 the current solution vector is named offspring vector.

### Stopping Criteria

Two important matters in PSA are starting and final temperature. In PSA the starting temperature is shown by \( T_{max} \) and the final temperature is shown by \( T_{min} \). Selecting the starting temperature in PSA is very important. It must be high enough to allow a move to almost any state of the problem, but this should be done carefully since a too high temperature can transform the search into a random search. For the stopping criteria the temperature can decrease until it reaches zero. But this can make the algorithm run for a lot longer. Therefore, the stopping criteria can be introduced as one of the followings [23]:

- A suitably low temperature
- When no better or bad moves are being accepted by the system
- When the cost function or performance is reached to a determined threshold

### Temperature Decrement

Once we have our starting and stopping criteria we need to get from one to the other. Therefore it needs to decrement the temperature to arrive at the stopping criterion. The way in which PSA decrements the temperature is the key to the success of the algorithm. One way to decrement the temperature is a simple linear method:

\[ Temperature * = CoolingRate \]  

Where the parameter \( CoolingRate \) is the rate of decrementing temperature. The experiments have shown that \( CoolingRate \) should be between 0.8 and 0.99, with better results being found in the higher end of the
Algorithm 1 The proposed PSA algorithm for text feature selection

Simulated Annealing(problem, $T_{max}$, coolingRate)

initVector = Initializing Feature Vector which contains all words in text documents;
// bestVector: This is output, Final Feature Vector which contains the best and selected features

bestVector = initVector;
while !StopCondition() do
    Temperature = $T_{max}$;
    while Temperature > $T_{min}$ do
        offspringVector = initVector; // generate an offspring
        for $i$ ← 0 to initVector.Count do
            if (rand0to1) < (initVector.Count/DF[i]*alpha && DF[i] < Average_DF) then
                Mutate(offspringVector, i);
            end if
        end for
        Evaluate(offspringVector);
        if Fitness(offspringVector) >= Fitness(initVector) then
            initVector = offspringVector;
        else if rand0to1 () < p(Temperature, offspringVector, initVector) then
            initVector = offspringVector;
        end if
        Temperature *= coolingRate;
    end while
    bestVector = Best(offspringVector, bestVector);
end while
End

Cost Function

Cost function or fitness function in PSA calculates cost of the solution in each of the iterations. In defining cost function it is important that the function can be computed as efficiently as possible. In the PSA algorithm the cost function is called with:

Evaluate (offspringVector);

Where the cost function of the PSA is based on document frequency method. Output of the feature selection process is the input for classification. Hence the output of proposed algorithm is a vector of features. The cost function for the PSA algorithm is shown in Algorithm 2.

As we can see from Algorithm 2, the cost function is based on DF method. For a solution vector, the cost can be computed by the average of the DF value of every feature. Besides increasing the efficiency, by using this cost function in the PSA algorithm the optimum solution can be reached with better time complexity than traditional methods.

Algorithm 2 Cost function for the PSA algorithm

evaluateFitness(offspringVector)
compuDFforSA(offspringVector);
sum = 0;
for $i$ ← 0 to offspringVector.Count do
    sum += DF[i];
end for
Fitness = sum / offspringVector.Count;
return Fitness;

Neighborhood Structure

In text feature selection, the neighborhood function could be defined as changing, adding or removing the features of feature vector. The PSA algorithm creates a new solution vector as the neighborhood solution in each iteration. After that, by evaluating the new solution, if the new feature vector is a better solution than the current solution, the algorithm will accept it, and if it is not it will be accepted by PSA with a low probability related to temperature and cost. The procedure for creating a new neighborhood solution in our algorithm will be called as below:

Mutate (offspringVector, i);

It is worth mentioning that for creating a new neighborhood vector the probability of removing each feature has to be considered. In each of the iterations the new feature vector can be the previous feature vector with some little changes or it can be obtained with many changes and many feature removals. In this pro-
procedure $offspringVector$ expression is the feature vector that we are going to check and $i$ is the feature which the algorithm checks for removing. From Fig.2, it can be seen that in PSA, a feature will be removed from feature vector when the following condition is met:

$$(Rand < \frac{initVector.Count}{DF[i]} \times alpha) \land (DF[i] < AverageDF)$$

In the above condition, the parameter $Rand$ is a random value between zero and one. Expression $initVector.Count$ shows number of features in current feature vector. $DF[i]$ is the value of document frequency measure for feature $i$, and $AverageDF$ shows the average of document frequency values. In this condition, beside consideration of probability computations in SA, the DF measure is also checked. In addition, there is a variable named $alpha$. $alpha$ is a variable which controls the condition with respect to the number of features and the values of DF measure. $alpha$ is selected by experiments.

After creating and evaluating a new feature vector, the PSA algorithm replaces it with previous feature vector when the new one has a better fitness. When the cost value of the new solution is worse than the previous one, the new solution will be replaced with the previous one with a probability condition as shown in:

$$Rand < e^{\frac{-\delta}{\text{temperature}}}$$

Where $\delta$ is the difference of the costs of two solution vectors. $\text{temperature}$ shows the temperature of the current iteration and $Rand$ is a random value between zero and one.

4 Experiments

In this section we discuss the experimental results for the proposed PSA algorithm and the previous algorithms in a text classification model.

4.1 Evaluation Measures

The evaluation of a text classification model is based on test samples that have been already labeled by human experts. Therefore to compare the matches between human assigned classes and classifier assigned ones, we can summarize four possible situations in the following contingency table:

<table>
<thead>
<tr>
<th>Class $C_i$</th>
<th>Assigned by human expert</th>
<th>Assigned by classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>YES</td>
<td>YES</td>
<td>$TP_i$</td>
</tr>
<tr>
<td></td>
<td>NO</td>
<td>$FP_i$</td>
</tr>
<tr>
<td>NO</td>
<td>YES</td>
<td>$FN_i$</td>
</tr>
<tr>
<td></td>
<td>NO</td>
<td>$TN_i$</td>
</tr>
</tbody>
</table>

Where

- $TP_i$ (True Positive): Those assignments where the classifier and human expert agree for a label, in other words those assignments that the classifier labeled correctly as positive (belonging to class $C_i$).
- $FP_i$ (False Positive): Those assignments where the classifier and human expert do not agree for a label, in other words those assignments that the classifier labeled incorrectly as positive (belonging to class $C_i$).
- $FN_i$ (False Negative): Those assignments where the classifier and human expert do not agree for a label, in other words those assignments that the classifier labeled incorrectly as negative (not belonging to class $C_i$).
- $TN_i$ (True Negative): Those assignments where the classifier and human expert agree, in other words those assignments that the classifier labeled correctly as negative (not belonging to class $C_i$).

By combining these values some well-known measures can be computed:

$$\text{precision}(P) = \frac{TP}{TP + FP} \quad (7)$$

$$\text{recall}(R) = \frac{TP}{TP + FN} \quad (8)$$

$$F1 = \frac{2PR}{P + R} \quad (9)$$

Precision shows how well the labels are assigned by text classification model and how many of labels assigned correctly as to the corresponding class label. Recall computes the fraction of expert labels found by the model. These two measures are well known in information retrieval systems, but the balance between these two values is a difficult task, since usually the improvement in one leads to reduction in the other. The classifier can achieve a trade-off between precision and recall by adjusting the decision boundary between the positive and negative classes. Since we are looking for systems showing both high precision and high recall, we have to select a measure which shows the results in a better way. The most used measure for this matter in a text classification model is $F1$ measure. This measure is a trade-off between precision and recall [2], [11, 12], [22]. In our experiments, the $F1$
measure plays a central role for evaluating the model.

4.2 Global Measures

Precision, recall and $F_1$ measures are computed for each class, therefore to evaluate the performance across all classes, these measures have to be averaged. There are two kinds of averaged values, Micro and Macro averaging. Micro-averaging is obtained by first computing the precisions and the recalls for all the classes and then using them to compute the measures \[2, 11, 12, 22\]. Macro-averaging is calculated by first computing the measures for all the classes and then taking their average. Micro-averaging tends to emphasize the large-sized classes, but Macro-averaging by small-sized ones. In other words, Macro-averaging measure gives the classes the same importance, but Micro-averaging measure gives more priority to classes with more documents. Considering the contingency table, Table 2, we would have Micro-averaging Formulas for the measures as:

\[
\text{precision}^m = \frac{\sum_i \sum_j TP_{ij}}{\sum_i \sum_j TP_{ij} + \sum_i \sum_j FP_{ij}} \tag{10}
\]

\[
\text{recall}^m = \frac{\sum_i \sum_j TP_{ij}}{\sum_i \sum_j TP_{ij} + \sum_i \sum_j FN_{ij}} \tag{11}
\]

\[
F_1^m = \frac{2 \times \text{precision}^m \times \text{recall}^m}{\text{precision}^m + \text{recall}^m} \tag{12}
\]

These measures work for each document. $TP_{ij}$, $FP_{ij}$ and $FN_{ij}$ are the number of true positives, false positives and false negatives respectively, found for class $i$ in the evaluation of document $j$. Like Micro-averaging we have Macro-averaging equations as:

\[
\text{precision}_j = \frac{\sum_i TP_{ij}}{\sum_i FP_{ij}} \tag{13}
\]

\[
\text{recall}_j = \frac{\sum_i TP_{ij}}{\sum_i FN_{ij}} \tag{14}
\]

\[
\text{precision}^M = \frac{\sum_j \text{precision}_j}{n} \tag{15}
\]

\[
\text{recall}^M = \frac{\sum_j \text{recall}_j}{n} \tag{16}
\]

\[
F_1^M = \frac{2 \times \sum_j \text{precision}_j \times \sum_j \text{recall}_j}{n \times (\sum_j \text{precision}_j + \sum_j \text{recall}_j)} \tag{17}
\]

Where $n$ is the total number of documents in textual datasets.

4.3 Cross Validation

A supervised learning algorithm needs some of the data to be labeled as training data and some of them as test data [2]. These two datasets must be separate to prevent false results in evaluating the performances of the methods. Therefore multiple runs of the experiments are usually needed, with different datasets (train and test) at each run. For this purpose data must be split into separate datasets for training and testing. One of the approaches in splitting the dataset and running the experiment is cross validation [2]. N-fold cross validation consists of splitting the dataset into $N$ subsets of equal size. At each turn, one set is used for testing and the rest for training the system. In our case, 5-fold cross validation is used. At each turn, 4 folds will be used for training and one for testing, in such a way that every subset will be used once for testing purposes. Then, the average over all 5 experiments will be an estimate of the performance of the classifier.

4.4 Data Description

Feature selection approaches are not for a specific language and can be used for every language. Because of very rare works on Persian language, in this paper we tested the feature selection methods on a Persian text dataset. Persian language (also named Farsi) is the formal language of some countries like Iran, Tajikistan and Afghanistan. Persian is the second language of some countries in Middle East too. Persian language has its own structure and complexity. Because of few works on Persian text there is no large dataset in this area. In this research, we used a dataset named Persian 7-NewsGroups. This dataset belongs to Intelligent Databases, Data Mining and Bioinformatics research lab, faculty of electrical and computer engineering, Isfahan university of technology, of Iran. Table 3 shows the description of the Persian 7-NewsGroups dataset. Also Figure 2 exhibits a sample Persian text document.

Table 3. Description of Persian 7-NewsGroups dataset

<table>
<thead>
<tr>
<th>Class(Category)</th>
<th>Number of Documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social</td>
<td>804</td>
</tr>
<tr>
<td>Economic</td>
<td>806</td>
</tr>
<tr>
<td>Politic</td>
<td>819</td>
</tr>
<tr>
<td>Scientific</td>
<td>802</td>
</tr>
<tr>
<td>Cultural</td>
<td>803</td>
</tr>
<tr>
<td>International</td>
<td>802</td>
</tr>
<tr>
<td>Sport</td>
<td>802</td>
</tr>
</tbody>
</table>
4.5 Implementation and Results

Feature selection is the process of selecting a subset of features in textual data based on a measurement factor. This process removes dimensionality of the input data and it can raise efficiency of text classification process. As Figure 1 shows, the main steps of the text classification model are:

- Feature extraction and preprocessing
- Feature Selection
- Learning Classifier

In the following, these three steps with their sub steps are discussed. The first step of classification process is preprocessing the text documents.

Preprocessing

This step contains three phases:

1. Extracting features and terms
2. Eliminating Stop-words
3. Removing low frequency features

In the first phase, we used a set of delimiters like space to find the terms in textual datasets. Among those terms and words, some are too frequent to be a helpful feature. For example, in English texts documents and just like them the words "the", "and" and "is" are as frequent in Persian text documents. Such words are called stop-words and often removed from the feature space.

It needs to mention that in stop-word elimination, we need to have some experience and information on structure of Persian language. In our work, the stop-words are listed in a text document by a linguistic expert. As we mentioned before, words like and are stop-words in Persian and have no value in classification. One of the benefits of elimination stop-words is decreasing the time for learning process.

Phase three is for terms with low frequency in text documents, for example terms with frequencies below four have no benefit for classification. These terms are often noises that writers produce by mistake. One example in Persian is, which is a typo and has no meaning.

Feature Selection

The second step of implementing a text classification system is feature selection. In this paper, we selected two feature selection approaches to compare with our proposed PSA algorithm. As we mentioned before, these methods are:

- Chi-square method or CHI in figures and tables.
- Correlation coefficient which we refer to it as CC in figures and tables.

Learning an Algorithm as a Classifier

In this section we present Naïve Bayes algorithm as the text classifier for our model. Naïve Bayes algorithm is an important algorithm in text classification, because it has high speed and is easy to implement. This algorithm is a known and popular algorithm in text classification problems. The Naïve Bayes algorithm is traditionally trained using a collection of labeled documents [3], [28].

We used the MAP (maximum a posteriori) Naïve
Bayes algorithm in our experiments as a classifier for Persian text classification model [28]. As it is mentioned before we used a feature vector model to represent the text documents. As we know in text classification problem, training and testing datasets have to be labeled by a human expert and the classifier predicts the class of each text document in test dataset. Naïve Bayes algorithm assigns a new document to a class with the maximum probability. This maximum value can be calculated by:

\[ \text{NaïveBayesClassifier} : \nu_{NB} = \arg\max_{\nu_j \in \mathcal{V}} P(\nu_j) \prod_{i \in \text{words}} P(a_i | \nu_j) \]  

(18)

Where \( \nu_{NB} \) is the assigned class or output of Naïve Bayes algorithm, \( \nu_j \) shows the class \( j \)th, \( P(\nu_j) \) is the prior probability of class \( j \) in the set of all classes \( \mathcal{V} \) and \( P(a_i | \nu_j) \) shows conditional probability of feature \( i \) in class \( j \). Output of the Naïve Bayes algorithm is the class with maximum probability among all classes. To calculate \( \nu_{NB} \), we require estimates for the probability terms \( P(\nu_j) \) and \( P(a_i | \nu_j) \). The former parameter can simply be estimated based on the fraction of each class in the training data:

\[ P(\nu_j) = \frac{\text{number of text documents with class label } j}{\text{total number of text documents}} \]  

(19)

and \( P(a_i | \nu_j) \) can be computed by:

\[ P(w_k | \nu_j) = \frac{n_k + 1}{n + |\text{Vocabulary}|} \]  

(20)

Where \( n \) is the total number of words in all training data whose class value is \( \nu_j \), \( n_k \) is the number of times word \( w_k \) is found among these \( n \) words and Vocabulary is the set of all separate words in any text document in the dataset.

Since \( P(\nu_j) \) maybe zero in some circumstances, we use a modified version of that equation:

\[ P(\nu_j) = \frac{1 + \text{number of text documents with class label } j}{\text{total number of text documents} + |\mathcal{V}|} \]  

(21)

After training the classifier, we can use the following equation for estimating the class label of a new document:

\[ \nu_{NB} = \arg\max_{\nu_j \in \mathcal{V}} P(\nu_j) \prod_{i \in \text{words}} P(a_i | \nu_j) \]  

(22)

In this formula, \( \text{words} \) is the set of all words in the new document, and Naïve Bayes algorithm selects a class which has the maximum probability among all class labels [28].

Experimental Results and Comparing Methods

To compare the feature selection methods, we train text classification model with obtained feature vectors and then assess performance of the model in each method by testing the classifier. In our experiments, we use the following settings for the proposed PSA algorithm:

- Starting temperature: 100
- Final temperature: zero
- Temperature decrement: we use the CoolingRate parameter set to 0.999 in the following equation: \( \text{Temperature} * = \text{CoolingRate} \)
- PSA iterates in each temperature once.
- Fitness function is based on the DF method.
- Neighborhood structure: we use eliminating features strategy.

Based on Persian 7-NewsGroups, the number of features in all text documents which are obtained by feature extraction is 26050. After the preprocessing step, 7794 features remain from all text documents. After using the feature selection methods, only between 10 to 30 percent of the features remained for training NB learning algorithm.

Figure 3 shows the Micro-averaging precision measure for the feature selection methods combined with the Naïve Bayes classifier. The horizontal axis exhibits the percentage of removed features and the vertical axis shows the value of the measure. As we can see from this figure, PSA has better results in contrast to CHI and CC methods, while the best performance of PSA is 88%, the CHI 88% and the CC 87.7%.

From multiple runs of the methods we found that with 70% feature removal, the results of the methods reach a steady state and good performance. As we have shown in Figure 3, the proportion of used features are reduced from 30% to 20%. As this figure indicates, when 30% of the features are used, PSA has not a good result with respect to CHI and CC methods. This is because of the nature of the evolutionary probability of the PSA. Comparing these methods based on Micro-averaging precision measure, we can see that
the minimum value is for PSA and is about 79.1%. This happens when 71% of features are removed. The maximum value is 88% for PSA where 79% of features eliminated. We can also see the Micro-averaging recall measure for the feature selection methods combined with Naïve Bayes classifier in Figure 4.

Figure 5 shows the Macro-averaging precision measure for three feature selection methods combined with Naïve Bayes classifier.

Figure 6 shows the Macro-averaging recall measure for the methods. When we tested the methods, the performance was stable after removing more than 70% of features. As can be seen from these figures the performance of PSA algorithm is quite good and comparable to the other methods. In the next figures, we can see three more measures for the feature selection methods which show the superiority of our proposed PSA algorithm.

Figure 7 and Figure 8 show Micro-averaging F1 and Macro-averaging F1 measures respectively for the methods. Form Figure 7 and Figure 8, we found two points. The first point is the superiority of the proposed algorithm PSA over the CHI and CC methods. The second point is that the maximum performance happens when we reduce 80% of the features from the feature space.

To complete the analysis of the results, we compared each of the six evaluation measures for the PSA, CHI
and CC in Table 4 when 80% of features are removed.

In addition, Table 5 shows the precision, recall and F1 measures for all class labels. This table is the result of PSA algorithm when 80% of features are eliminated.

As can be seen from Table 5, documents with politic class labels have minimum values among other classes. Therefore the proposed feature selection method, PSA, has weakness in text documents with politic category label. When we examined and analyzed the results we reached the conclusion that all the politic text with wrong labeling, were assigned to the social category.

As can be seen from Table 5 text documents with sport, scientific and international class labels have the best values in evaluation measures. The precision measure in sport documents is equal to one which means there is no document in the test dataset which is classified wrongly as sport category. The proposed PSA algorithm has the best performance in text documents from sport, scientific and international categories.

By theoretical and experimental analyses, it is proved that PSA algorithm combined with Naive Bayes classifier results in higher classification performance, and the solution is practical and effective, in addition PSA outperforms CHI and CC methods.

5 Conclusion

Nowadays, text classification on real documents has become popular in many fields, such as natural language processing, information retrieval, artificial intelligence, and opinion mining. For text classification, feature selection is a key part with effective impact on performance. In this paper, a new algorithm named PSA for text feature selection is proposed. In this algorithm, we used a modified version of simulated annealing algorithm which we combined with document frequency method. The proposed PSA algorithm along with chi-square and correlation coefficient methods, have been tested on a Persian text dataset. With comparing the results, we found superiority of the proposed algorithm over chi-square and correlation coefficient methods.

References

[8] Luying Liu, Jianchu Kang, Jing Yu, and Zhongliang Wang. A comparative study on un-


